Repeated measures in JMP

We’re already seen how to use proc mixed to fit mixed models, i.e. those with random effects.  Remember that a mixed model is specified as one or more random effects (e.g. main plot errors) and conditionally independent residual errors (e.g. split plot errors).  Conditionally independent means that the given the main plot error, so within a main plot, the individual observations have independent errors.  Repeated measures models generalize that to user-specified correlation matrices.   JMP Pro fit all sorts of correlation models and combinations of random effects and correlations.  

JMP is actively developing this part of the program.  These instructions are for JMP 15.2 Pro.  They may change in the future.

We need to use a new dialog: Mixed model
Go to the Personality box at the top right, bring up the menu and select mixed model.

[image: ]

You notice that the Construct Model effects box now has 3 tabs: Fixed effects, Random effects and Repeated structure.  Random effects can be specified either using the random effects tab or by setting the random attribute.  So, yes, you could use this dialog to fit a split plot model or other model with random effects.  The Repeated structure options are only available through the mixed model dialog.

Fill in the fixed effects, but leave out block*treatment (that will be specified as the subject in the repeated structure).  That tab should look like this:
[image: ]

Then click Repeated Structure.  You need to specify three things:
The type of correlation model: 				goes in the Structure box
The variable identifying the subject:			goes in the subject box

For some models, you also need to provide
the variable identifying the order of observations:	goes in the repeated box
For some reason, you can’t drag and drop a variable into the repeated box.  You select the variable in select columns then click repeated to put a variable in the repeated box.

One complication here is that the subject is the combination of block and treatment.  Normally, this would be specified by block*trt but JMP will not let you put crossing into the subject box.  If you put both block and trt in the subject box, JMP will create that as all combinations, i.e. an implicit crossing of variables.  The fit model dialog looks like this:

[image: ]
Or, you can create a stand-alone variable to indicate the plot (each unique combination of block and treatment).  I used the data menu to create a plot variable indicating the combination of block and treatment and made that nominal.  

When you run the model, you get most of the usual stuff by default.  
	Fit statistics: you get AICc and BIC in the Fit Statistics box near the top of the results
	Estimated correlations or other variance-covariance parameters: in the Covariance parameter box.
	Type III tests of the fixed effects: In the fixed effects tests box.

You will notice that the JMP results don’t exactly match those in the notes.  The biggest differences are the AIC values.  Those in the notes came from SAS; JMP implements certain things slightly differently.  The log likelihood (the starting point for AIC and BIC) includes some constants.  Some software ignores those constants; some includes them in the log Likelihood.  This doesn't affect comparisons between results produced by the same dialog in the same software but it really matters when you compare results from different functions.  You have to look in the JMP documentation to find out exactly what is being computed.   

Unlike the fit model / effect leverage option, you don’t get lsmeans information by default.  Here’s how to get it:  

Getting the lsmeans:
To get lsmeans and do comparisons among them, click the red triangle by Fit Mixed and choose multiple comparisons.  That brings up this dialog:

[bookmark: _GoBack][image: ]
It provides access to the lsmeans or to cell means (through the user-defined estimates option).  Specify the effect of interest.  If you just want the lsmeans, you can leave all the initial comparisons blank.  After you get the table of lsmeans, you can obtain any of the comparisons from the menu under the red triangle by the top of the lsmeans table.  If you want unadjusted p-values for differences between groups, use the Student’s t option.  

I have not found any option for linear contrasts in the fit mixed platform. 

Getting AICc and BIC statistics
You need to use the Mixed Model platform to get AICc and BIC statistics.  The Standard Least Squares platform will fit the independence and split-plot-in-time models, but you have to do a bit of extra pointing and clicking to get the model fit statistics.  The Mixed Model dialog gives you that information by default.

Fitting the independence model
Put the fixed effects in the fixed effects box.  Leave the random effects and repeated structure boxes empty.  When they are empty, you are specifying no correlation between repeated observations, i.e. the independence model.

Fitting the split-plot-in-time model (= compound symmetry model)
Put the fixed effects in the fixed effects box.  Open the Random Effects box and put into that box the variable (should be nominal) or combination of variables indicating the subject.  The subject is the main plot effect in the split-plot-in-time analysis.  For the asparagus data set, that should be block*trt.  For a CRD, that will be a variable with a unique value for each subject.

Fitting the ar(1) model
Put the fixed effects in the fixed effects box.  Click Repeated Structure to open that box.  Choose ar(1) from the dropdown menu by Structure.  Put the variable (or variables) that identify each subject (i.e. each block of correlated observations) in the subject box.  You can leave the repeated box blank.  If so, then observations are assumed to be in time order, i.e. time 1, time 2, time 3 … within each subject.

Fitting the ar(1) + re model
Follow the ar(1) instructions to set up the fixed effects and repeated structure boxes.  Then follow the split-plot-in-time instructions to set up the random effects box. 

I could not get JMP to converge using the default settings with the asparagus data.  The problem is that there is no additional random variation in these data.  If you get all sorts of errors and warnings, uncheck the “Unbounded Variance Components” box that is in the top-right corner, just below the Personality.  When you do, you find that the variance component for the random effect is estimated to be zero.  It’s neither needed nor helpful.  The AICc statistic is the same for AR(1) + Re is the same as for AR(1).  But, since the variance component is 0, AR(1) + Re collapses to the AR(1) model.

Fitting the unstructured model:
Follow the ar(1) instructions to set up the fixed effects and repeated structure boxes, except choose unstructured as the correlation structure.  You will need to provide two pieces of information about the data: the subject goes in the subject box, as usual.  You also need to specify a variable that identifies each time point.  That goes in the Repeated box.  For the asparagus data, that variable is year.  

Unequally spaced time intervals:

JMP calls this the spatial model.  After you click that, you specify the type.  In JMP, the spatial power works better than the spatial exponential.   You must specify a variable giving the year, and it must be numeric.  Since we want year as both nominal (for the means model) and continuous (for the correlation model), you need to create a copy of year and define is a continuous.   The repeated structure dialog will look like this, where yearN is the numeric copy of year.
[image: ]

 The spatial power estimate is the correlation between two observations 1 unit apart.
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